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Abstract

Quality of service (QoS) technology has been im-
plemented to be applied to new applications on the
next-generation Internet. However, as new applica-
tions such as P2P and stream application have many
kinds of features and requirements, some additional
features should be added to current QoS control tech-
nology. Policy definition for transport layer in a do-
main and among domains is being discussed at IETF
to set a standard process, however detailed policy cor-
responding to the application or contents information
according to the application semantics has not been
discussed. Therefore we developed QoS policy con-
trol mechanism using metadata which is defined as a
structured data according to the application seman-
tics. Though metadata and transport mechanism can
be located into quite different positions in the concept
of network layers, we made them successfully collab-
orated by defining meta policy. In this paper, we de-
scribe our system architecture to define a meta pol-
icy based on the requirements and information con-
tents from the application as a high level layer con-
cept to be able to classify the network behavior. Our
approach enables to multiple QoS control and collab-
oration among domains.
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1. Introduction

On the next generation Internet technology, a lot of
new applications have been developed such as voice,
video stream, and database transaction. New multime-
dia applications use various types of media with differ-
ent features. Each type requires a particular quality of
communication service to be transported on the Inter-
net. For example, voice data packets should be sent in
order, without jitter. The database transaction packets
can be sent in order, packet loss is a serious problem,
however, a short delay is acceptable.
To achieve such different transfer requirements for

each data type, following technologies are introduced
in last a few years. The QoS for service differenti-

ation is called “differentiated service (Diffserv)” [1].
Diffserv architecture consists of definition of transport
service classes, detection of data flows, and control
of data transmission according to the defined classes.
Each class of service mapped to The packets that
flow on the network are classified by Diffserv code
point (DSCP) [2] has different ways of regulating net-
work behavior, defining of transmission parameters
and dropping packets. The classification is put in the
packet header. The regulation of network behavior is
called a “policy”.
On the transport layer communications, applica-

tions are identified by transport protocol, port num-
ber and a pair of source and destination addresses.
QoS control is required by the applications and ser-
vice types. However, applications can not control de-
tailed QoS because decision point of QoS control is
low level transport. For the deployment the QoS tech-
nology, high level QoS requirement and policy from
applications should convert to low level QoS control
on the transport. However, it is not considered in QoS
technology.
Additionally, some application needs multiple QoS

control on the connection that has same transport pro-
tocol, port number and a pair of source and desti-
nation addresses. For example, web service provide
many kinds of media data on the same protocol such
as text, voice, and so on. Even if the media type
which program used are same, QoS requirements are
different according to various those meanings. For
instance, in an emergency, a lot of people communi-
cates each other, e.g calling ambulance, communica-
tion with family and friends, and so on. These commu-
nications have priority classes and expected to transmit
differently.
Most application establishes peer to peer connec-

tion across policy domains that managed consistent
policy through network nodes. It is needed to make
consensus about policy among domains. Since Diff-
serv architecture defines only packet marking and per-
hop forwarding behavior on network node, it is diffi-
cult to exchange policies requested each application.
To overcome these problems, we developed a pol-

icy control mechanism by application. Our mecha-
nism adopted metadata to describe application poli-
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cies. Though metadata can be used for contents and
applications to manage information, we confirmed that
metadata can describe QoS policies for transport com-
munications.

2. Policy Control Mechanism using
Metadata

Metadata is the first level that the application pro-
vides the policy. At present, this policy described
by the metadata does not control QoS functions.
Our mechanism conveys application policy defined by
metadata to the Diffserv DSCP. We adopt Dublin Core
Metadata [5]in this paper because Dublin Core is the
most popular metadata in the digital resource and its
registry system is strongly needed for keep consensus
among some domains.
The data and application need to be identified to the

network, in order to gain service from the network ap-
propriate to it. However, this information is usually
available to the application only in its terms - object
format, content, owner, and so on. What the network
concerned is the type of service that the application re-
quests. Such type of services should be expressed in
terms of the local network management policy. There-
fore, we need a translator.
We propose that the translator should have some

form of API. It may resolve requests using a local con-
figuration file which describe the meta policy. Meta
policy select the appropriate DSCP value for the IP
packet. When meta policy select DSCP value, it con-
siders the operating system and application’s attributes
which are stored in LDAP directory. The application
then invokes an interface method to apply the DSCP to
the outbound data stream. We defined “meta policy”
to translate from metadata to DSCP.
Metadata is described by resource administrator

who controls application level policy. Meta policy is
created by service administrator and network adminis-
trator. Service administrator gives application policy,
network administrator specifies how to converts appli-
cation policy to transport policy. Note that meta pol-
icy stores both application policy and transport policy
at the local host computer and the local host computer
specifies the DSCP value. In conventional QoS mod-
els, the transport policy is stored in the policy servers
which mark the DSCP value. Since the policy servers
cannot access the application policy at the local host
computer, the conventional QoSmodels could not con-
sider the application policy.
Fig. 1 shows system architecture which use meta-

data registory for keep same policy among some do-
mains. application A sets a DSCP, and application B
sets it according to a B’s local meta policy.

Figure 1. Policy mechanism architecture
for two domains

3. Conclusion

Detailed QoS control is strongly required in the
next generation Internet applications. Metadata is go-
ing to important for not only structuring and discovery
digital resource but also communication interaction.
This mechanism is discussing at IETF to make stan-
dard and deploy Diffserv QoS. An Request for com-
ments (RFC) is going to publish as Best Current Prac-
tice (BCP) and start to discuss to make consensus [6].
In addition, This mechanism is going to be in-

cluded in International Telecommunication Union,
Telecom Standardization (ITU-T) F.706 recommenda-
tion: “Service Description for an International Emer-
gency Multimedia Service”.
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