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Abstract
This research addresses the quality of training data in LLMs using methods from signaling theory and
the talk page metadata of Wikipedia articles. The significance of the method is to lower the cost of
information quality assessment in datasets. Natural language processing on metadata text generated
sentiment, reading complexity, and self-reference scores as contributions to the computationally derived
signals. Results showed that it is possible to understand indicators of information quality using textual
computation over the metadata in article pages.
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1. Introduction

Large Language Models (LLMs) like ChatGPT are profoundly influencing information retrieval
and access. While there is much enthusiasm in utilizing ChatGPT-like services among metadata
professionals and the public, studies have shown that LLMs provide false information [1, 2].
The false information may be a result of hallucination by the system [3]. Another cause may
be that LLMs are trained on datasets of unknown quality [4, 5]. In one audit of over 18,000
datasets used to train AI models, encyclopedias were found to make up 21.5 percent of data
sources, and Wikipedia is in 14.6 percent of the datasets [6]. The same analysis found that social
media content (e.g., Reddit, Twitter, Quora) made up nearly 16 percent of the training data in
AI systems.

The extent of problematic data found in public LLMs was documented in the paper “What’s
in my big data?” [4]. The authors found toxic content in training sets and content containing
personally identifiable information. An attempt at retrospective documentation of the Colossal
Clean Crawled Corpus advocated for three documentation levels of 1) metadata, 2) included data,
and 3) excluded data [7]. Themachine learning community is increasingly focusing on improving
dataset discovery and reuse, as underscored by the recent introduction of the Croissant metadata
format for datasets [8]. In the Hugging Face platform, dataset metadata is supporting improved
documentation for some, though not all datasets. The aggregation “Dataset Cards withMetadata”
(https://huggingface.co/datasets/librarian-bots/dataset_cards_with_metadata) is an automated
dataset of metadata associated with all dataset cards in Hugging Face. According to a recent
paper that analyzed the metadata associated with all Hugging Face platform dataset data
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cards, “the number of datasets on Hugging Face doubles every 18 weeks” [9]. As of March 14,
2024, there are 80,260 rows in the dataset cards with metadata dataset. However, the actual
documentation for any dataset is limited as the same analysis noted, “Despite the importance
of dataset cards, only 58.2 percent (14,011 out of 24,065 dataset repositories contributed by
4,782 distinct user accounts) include dataset cards as Markdown README.md files within their
dataset repositories,” [9]. The notion of documenting excluded data, as noted in the retrospective
analysis of the Colossal Clean Crawled Corpus is important as the exclusions may produce
“representational harms” [7]. To summarize the findings from the retrospective documentation,
the authors found “mentions of sexual orientations,” as having the “highest likelihood of being
filtered out...” [7]. The Colossal Clean Crawled Corpus has the additional problem of containing
benchmark data contamination and text in the corpus which was machine generated [7]. In the
present research, the training data utilized for LLMs are the focus of applied signaling theory
with the goals of improving information quality assessment.

1.1. Research Question

This research inquiry is focused on the question: “What computational methods can be devised
to infer signals of true and untrue information from talk page metadata within Wikipedia
artifacts?” There are two major outputs to this work: 1) a synthetic signals database that
aggregated attributes of utterances from article talk pages in Wikipedia and 2) a method for
development of a gold-standard utterance corpus that is thereafter used as a baseline comparison
to Wikipedia articles of unknown quality.

2. Related Work

The Secure Learning Lab produced a “LLM Safety Leaderboard,” based on their DecodingTrust
platform [10], “...organized around the following eight perspectives of trustworthiness: Toxicity,
Stereotype and bias, Adversarial robustness, Out-of-distribution robustness, Privacy, Robustness
to adversarial demonstrations, Machine ethics, fairness.”1 To have a score approaching 100 is
the highest rank, as the metrics for each area are from 0-100. A model must be submitted for
scoring. Therefore, the ranking represents those models that have been submitted to the LLM
safety leader board. The LLM Claude 2.0 is the top scoring LLM in the leaderboard. The dataset
for Claude 2.0 is described in the model paper as “... a proprietary mix of publicly available
information from the Internet, datasets that we license from third party businesses, and data
that our users affirmatively share or that crowd workers provide” [11].

2.1. Signaling Theory

Signaling theory “models the relationship between signal and quality. For a signal to be reliable,
the costs of deceptively producing the signal must outweigh the benefits. The core of signaling
theory is its analysis of the types of signals and situations that bring this about” [12]. Costly
signals are reliable, “because producing the signal requires possessing the indicated quality” [12].

1https://decodingtrust.github.io/
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Much like everyday language use, the signals in training data from the web are conventional
signals. Conventional signals are difficult to assess and are unreliable sources of information.
The costs to send and receive conventional signals are low [13].

Take for example, the costly signaling that a college degree indicates. This observation was
the key contribution of Spence’s seminal work in job market signals; underscoring for the
purposes of this research another costly signal that is, in most cases, interpreted as a reliable
signal [14]. The outlay of time and money it takes to pursue higher education in Spence’s work
was a reliable signal of a potential employee’s value to an employer. Faking a degree is not
simple to do in the long term, and to obtain a degree is thought to signal the quality of an
employee.

Signaling theory is used as a departure point in this research and applied to information quality
on the web. When dealing with information on the web, a space with many conventional signals,
it is prohibitively expensive to the receiver to evaluate and identify signals that are reliable
indicators of quality. This underscores the need for a method to ascertain quality of information
quickly and easily. Signals can be derived by text analysis, as in the examples uncovered by
Newman and others which found, “that liars tend to tell stories that are less complex, less
self-relevant, and more characterized by negativity,” [15]. The notion of negative statements as
a cue to deception has been explored in related studies [16, 17]. Where conventional signals
abound and there are not clear ways to detect a costly or reliable signal, researchers utilized
account histories in social spaces (e.g. Twitter users) to generate synthesized signals that are
derived in part from linguistic indicators [18]. The approach used in the present study is directly
influenced from the work that mined account histories for synthesized signals [18].

3. Methods

This work first derived linguistic indicators for quality from the corpus of utterances and
thereafter applied the indicators to two different sets of Wikipedia corpora. The first dataset
explored was the gold-standard, drawn from “Good/Featured” Wikipedia article pages. The
Wikipedia article categories of “Good/Featured” are selected by Wikipedia administrators and
are characterized by “factual accuracy and verifiability.”2 This is contrasted to a Wikipedia
article dataset of unknown quality.

3.1. Linguistic Indicators as Synthetic Signals

The mining for linguistic indicators was for three attributes that taken together could be the
basis of synthetic signals identification: 1) the sentiment of the utterance, 2) the reading ease of
the utterances, and 3) the presence of self-reference in the text. The NLP approaches include
two different sentiment analysis tools. A third software library for NLP generated scoring
for complexity of the utterances – a stand in for how difficult the text was to read. The first
pass of sentiment mining used TextBlob.3 A subsequent sentiment mining process then used
Vader text mining software; these two scores were subsequently averaged [19]. The Flesch-

2https://w.wiki/8uUY
3https://textblob.readthedocs.io
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Kincaid readability score was generated over the text in talk pages to score reading level of the
utterance.4 The large sets of talk page data approach over 20 gigabytes of text for processing. A
PySpark notebook was utilized to run the NLP tasks for creating, filtering, and combining Spark
dataframes.5 Spark is an alternative to MapReduce – employing a novel distributed processing
for resilient distributed datasets [20]. Spark processing made this analysis possible, with a user
defined function to make an additional attribute of self-reference by parsing the occurrences
of “I” statements of each utterance. These correspond to Newman and others about untrue
statements containing utterances which the speaker does not use self-reference [15, 16, 17].

4. Results

To evaluate the Wikipedia artifacts that correspond to high quality LLM datasets, the talk
pages are first processed for the three attributes of sentiment, readability, and self-reference.
To understand if computationally inferred synthetic signals of true and untrue information
can be derived, a corresponding gold-standard of good quality article pages are needed. Two
sentiment analysis tools are averaged together help to avoid a single point of failure for the
NLP tasks of sentiment. For example, if one set of NLP software has a limitation for the given
text, it may be possible to average out the limitation with another value of sentiment score.
The conversations in the article talk pages [21] used for analysis were selected from 2016; this
aligns with the gold-standard pages from the “Good/Featured” article dataset WikiText [22],
also from 2016. The WikiConv dataset [21] contains talk page corpora from multiple years and
were made accessible from the Python repository ConvoKit [23]. The Wikiconv dataset had
a focus on understanding toxicity over all the years of talk pages published in the site. The
dataset contains the years from 2001-2018, however, alignment with the 2016 talk pages was
desirable for gold-standard computation. In 2016 there were 144,065 unique Wikipedia editors
in the article talk page corpus. A result from the paper “Pointer Sentinel Mixture Models,” was
the curated set of Wikipedia article text from [22], which the authors made available as the
Wikitext Corpus.6 The Wikitext Corpus contains only those Wikipedia Articles pages from the
“Good/Featured” pages in Wikipedia from the year 2016. This served as the high quality corpus.
When the Wikitext corpus is paired alongside the article talk pages from 2016, a gold-standard
of conversational text for quality pages can be derived. The Wikitext corpus contained 29,803
article pages.

4.1. Signal Database

The database of synthetic signals is organized first by all Wikipedia editors from the 2016
article talk pages [21], and then includes the aggregate average sentiment, average reading ease,
and averages of the occurrences of self-referential statements for those editors. The database
contains 144,065 rows. Of the 144,065 users, 22,692 (16 percent) have an average negative
sentiment, 50,272 (35 percent) have an average positive sentiment, and 71,101 (49 percent)
have an average neutral sentiment. Figure 1 shows values for indicators utilized in synthetic
4https://github.com/shivam5992/textstat
5https://pypi.org/project/pyspark/
6https://huggingface.co/datasets/wikitext
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Figure 1: Selected Values from the Synthetic Signal Database

signal development. The sentiment of utterances is a conventional sentiment score from -1 to 1.
Thereafter, the plots that follow in this paper were delineated in increments of .25. Using the
signal database joined with editors from the “Good/Featured” quality pages, a resulting analysis
in Figure 2, showed findings for sentiment. Figure 2 shows that for a good quality page, the
discussion need not be completely positive. The gold-standard data primarily includes neutral
to somewhat negative utterances. Good quality pages are not characterized by extremes (e.g.
not very positive or very negative). The gold-standard dataset does not include editor text that
have low complexity, no self-reference, and are very negative. The unknown quality Wikipedia
pages contain more extremes in sentiment, shown in Figure 3. Specifically, the extremes which
are observed in unknown quality Wikipedia article talk pages include more utterances of highly
positive sentiment.

5. Discussion

The database of synthetic signals paired with a known quality set of articles helped to charac-
terize the conversations that contribute to quality information. This was an expected result.
However, the nature of the sentiment found, trending to somewhat neutral and even in the
range of somewhat negative as interpreted by sentiment mining tools was not expected. It may
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Figure 2: Sentiment of the Gold-Standard Corpus

be the case that to create good quality articles there is a need for conversation sentiment that is
not characterized by extremes. Almost seventy percent of the conversational sentiment of the
gold-standard was between -0.179 and 0.128. The meaning of this is not clear, though it may
point to the qualitative nature of speech that characterizes critical thinking. Critical thinking
is the process of inquiring about what is known and how it is known, it asks what evidence
supports a given claim.

5.1. Social Spaces and Collaboration

Another interpretation for the Wikipedia talk page sentiment that characterizes the gold-
standard set, is an interpretive perspective that takes into account the asynchronous nature
of the social space. The interactions of Wikipedia talk pages were designed for collaboration.
Wikipedia talk pages are not designed for real-time conversations. A Wikipedia editor partici-
pating in a talk page discussion does not need to respond immediately and can take time to find
resources and re-read statements and texts, before replying. From a cognitive standpoint this
allows the participants in the conversation to shift into what Kahneman described as system
2 reasoning, characterized by engaging logic and deeper thought [24]. Concerning speed of
interaction, in a study that contrasts synchronous to asynchronous communication, email
was shown to be the most truthful of internet-based communication technologies [25]. When
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Figure 3: Sentiment of the Unknown Quality Corpus

viewed in the context of talk pages it is possible to infer that the talk pages might be a place of
more authentic speech when given the opportunity for discourse to take place asynchronously
[25]. This stands in contrast to other social media where reactions and speech elevate quickly
because of the designed mobile notifications. This observation underscores the need to more
critically evaluate how datasets are chosen for LLM training. While there may be an ample
supply of text to mine on the web, some areas of the web that generate text, such as the spaces
with rapid notifications and designed for high engagement require additional curating and
selection of true or authentic speech by applying additional computation, such as the synthetic
signals derived in the present study and in studies of social networking accounts [18], which
may help to exclude from LLM training sets those data that are either inauthentic, toxic, or that
propagate misinformation.

6. Conclusions

In general, discovering synthetic signals [18] could help to identify quality of information in
Wikipedia datasets of unknown quality. Computationally identifying indicators of dataset qual-
ity from a linguistic standpoint [15] may guide LLM developers in selecting more trustworthy
data for training and refining of LLMs. The aim of this method is to improve quality of LLMs by
understanding reliable signals of trustworthy data that are too costly to fake, and low cost to the
receivers [18]. The cost to fake a signal would be the development of a history of editor actions
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which contain low negativity, more self-reference, and a higher complexity of writing. The
methods in this paper were focused on English language indicators. However, one of the great
advantages of Wikipedia is the broad support for world languages. Related work inspected
Polish language and untrue statements and did not find differences in spoken and written
statements for their truth value [26], which is a contrast to findings from English language
written and spoken modalities with text from email found to be more authentic when contrasted
to spoken communication [25]. Detection of authentic speech is challenging for non-native
language speakers and found they “appear to be at a significant disadvantage in lie-detection
contexts” [27]. These examples underscore the complexity in ascertaining or evaluating authen-
ticity in cultural contexts outside of native English-speaking spaces on the web. To expand this
approach to other information sources on the web outside of Wikipedia, a process to abstract
the discussion about information from the information itself must be identified. When such an
abstraction can be modeled then the NLP processes about the information can be systematically
mined for synthetic signals. The pilot method developed here showed promise for developing
synthetic signals in Wikipedia artifacts.
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