
Compliance Rating Scheme: Data Provenance for
Dataset Use in Generative AI Applications
Matyas Bohacek1,†, Ignacio Vilanova2,†

1Stanford University, Stanford, CA, USA
2Imperial College London, London, UK

Abstract
Generative Artificial Intelligence (GAI) has experienced exponential growth in recent years, partly
facilitated by the abundance of open-source large-scale datasets. These datasets are often built using
unrestricted and opaque data collection practices. While most literature focuses on the development
and applications of GAI models, the ethical and legal considerations surrounding the creation of these
datasets are often neglected. Specifically, the information about their origin, legitimacy, and safety often
gets lost. To address this, we conceptualize the Compliance Rating Scheme (CRS) as a tool to evaluate a
given dataset’s compliance with a set of practical principles, enabling developers and regulators to gauge
and verify the transparency, accountability, and security of these resources. We open-source a Python
library built around these principles, allowing the integration of this tool into existing pipelines.
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1. Introduction

We propose the Compliance Rating Scheme (CRS) tool, serving as an intuitive indicator for
AI practitioners to gauge the compliance of a dataset that they are considering to use at the
data acquisition stage of their project. This tool is inspired by previous ethical work on data
management such as the Fair Information Principles [1] and existing legal frameworks like the
GDPR [2] and the California Consumer Privacy Act [3]. To obtain a CRS score, each data point
in the dataset must be examined for the following six requirements:

1. The shared dataset configuration is compatible and matched with the corresponding
dataset license. This means, for example, that the allowed purposes of use do not conflict
with the license of the dataset.

2. The dataset complies with the provenance metadata and its licenses. This means that the
licenses of the respective data points fall within the scope and allowed purposes of the
dataset, as set up in its configuration.

3. The dataset flags any data points where the compliance with the provenance metadata is
inconclusive.
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4. The dataset has an opting-out mechanism, allowing authors of the data points to request
their removal from the dataset if they had not previously given consent.

5. The dataset allows for legitimate access; in other words, its configuration allows for the
most permissive set of purposes of use given its license.

6. The dataset adds the dataset source and the retention period into the provenance metadata
of the data points.

The function then arrives at a final score supported by detailed data point-level reasoning.
The CRS is represented on a letter scale from “A” (the highest score) to “G” (the lowest score).
The scores are attributed based on the previously described six criteria. The presence of each
of these criteria moves the CRS for a given dataset one letter grade above. For example, if a
dataset does not meet any of these criteria, it receives a CRS of “G”. Contrarily, if the dataset
meets all criteria, it receives a CRS of “A”.

2. Library

Tomaterialize this toolkit, we create and open-source a new Python library calledDatasetSentinel,
available at [anonymized]. This library is aimed at AI practitioners and researchers who create
and consume datasets. The library can be easily integrated into existing AI pipelines using
PyTorch [4], TensorFlow [5], and MLX [6]. It adopts the Content Authenticity Initiative’s (CAI)
library [7] and Coalition for Content Provenance and Authenticity’s (C2PA) data provenance
standard [8]. CAI’s library the official implementation of C2PA, which is the most prominent
data provenance standard, currently being implemented into many social media platforms and
hardware products.

The library addresses two use cases: (i) assessment of prospective data points while creating
a new dataset (or creating a new version of an existing dataset) and (ii) evaluation of the CRS
score for an existing dataset. The library provides one function for each use case. At the input
to each function, the user provides context about the dataset they are working with in the form
of a configuration file. This configuration file captures information such as the license and
allowed uses of the resulting dataset and data policies such as whether to include data points
generated using AI or whether to include data points marked as artistic work.
For the first use case of creating a new dataset or creating a new version of an existing

dataset, the user must provide the prospective data point under consideration in addition to the
configuration file. The library determines whether this data point is compliant with the dataset
policies as well as the ethical principles proposed in this paper, examining the provenance
and EXIF metadata of the data point. It then provides an overall assessment of the data point,
supported by reasoning.

For the second use case of evaluating the CRS score of an existing dataset, the library examines
all the data points in the dataset, verifying their compliance with the configuration file and CRS
criteria. The function returns a CRS score with a complete list of findings that led to this score.
As such, the library is simultaneously reactive and proactive, as in addition to evaluating

the CRS of existing datasets, it equally informs responsible scraping and construction of new
datasets by filtering out prospective data points that are not compliant and keep only those that
match all the criteria set up in the dataset configuration.
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