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Abstract
The diversity of research topics and resulting datasets in the field of Ecology (the scientific study of ecological systems and their biodiversity) has grown in parallel with developments in research data management. Based on a meta-analysis performed on 93 scientific references, this paper presents a comprehensive overview of the use of metadata tools in the Ecology domain through time. Overall, 40 metadata tools were found to be either referred or used by the research community from 1997 to 2018. In the same period, 50 different initiatives in ecology and biodiversity research were conceptualized and implemented to promote effective data sharing in the community. A relevant concern that stems from this analysis is the need to establish simple methods to promote data interoperability and reuse, so far limited by the production of metadata according to different standards. With this study, we also highlight challenges and perspectives in research data management in the domain of Ecology towards best practice guidelines.
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1. Introduction
Ecology (the scientific study of ecological systems and of the biodiversity therein) is a challenging research community from the perspective of data management. Ecological and biodiversity data have been collected by researchers individually or as part of research teams, in the context of specific research questions and projects. Underlying data collection through time have been research topics such as the dynamics of specific habitats; the distribution and abundance of species; patterns and changes of environmental conditions; the processes that influence biological populations, communities, and ecosystems; and anthropogenic drivers of these processes (Berkley et al., 2009). Ecological and biodiversity data are collected by researchers using a wide variety of protocols tailored to address very diverse topics ranging from marine/terrestrial ecosystems to species distribution or genetics (Berkley, Jones, Bojilova, & Higgins, 2001). As a result, heterogeneous data are stored as independent datasets or databases that are dispersed throughout the research data facilities managed by ecological research communities. At the same time, to answer the multiple research questions, the need to share, describe and deposit data is a concern for many biodiversity researchers around the world.

Researchers are increasingly expected to take several measures regarding research data management (RDM), namely to comply with mandates that promote actions regarding data organization, sharing and publication. Benefits such as obtaining credit via citation or improving research workflows through collaboration may also encourage researchers to disseminate their data. Yet, availability of research data is not the same as existence of fit-for-reuse data (Tani, Candela, & Castelli, 2013). It depends, among other aspects, on specific metadata being provided to researchers so they can understand the data being accessed and evaluate their suitability. The inability to provide auxiliary information to
contextualize research data is a practical impediment on data reuse (Thanos, 2017). In order to promote quality metadata, the European Commission (EC) is defining the principles to make data Findable, Accessible, Interoperable and Reusable, through the Guidelines on FAIR Data Management in Horizon 2020 (European Commission. Guidelines on FAIR Data Management in Horizon 2020, 2016).

The Research Data Alliance Metadata Standards Directory Working Group set out a metadata standards directory (Ball, Greenberg, Jeffery, & Koskela, 2016) for specific domains (Life Sciences, Engineering, Social and Behavioural Sciences) and for more general purposes. Nevertheless, the lack of resources in the long-tail of science (Heidorn, 2008) prompts researchers themselves to become active RDM stakeholders during the lifetime of projects, mostly to comply with funder or institutional policies and meet standards for good practice (Lyon, 2007). This means that research projects that do not have dedicated human resources to create standard-compliant metadata records place additional effort on researchers in the description of their data. Moreover, most standards are developed to describe data only at the end of the research workflow, with complex requirements that prevent researchers from adopting them consistently (Qin & Li, 2013). An evaluation of several metadata standards show that, although the flexibility to add new elements or modules to address community needs is a common objective in the development of scientific metadata standards, simplicity and sufficiency are not a top priority among them (Willis, Greenberg and White, 2012). Nevertheless, these features are likely to encourage researchers to describe their data, by making the process as easy as possible and focus on a minimal set of relevant metadata elements for the researchers to fill in.

Researchers are already metadata producers, yet in an ad-hoc sense and to fulfill specific, immediate needs (Mayernik, 2011). If provided with adequate tools, they are also more apt to describe context than information professionals. A promising path is to adopt metadata solutions that are tailor-made for researchers and their projects and can promote data reuse. Application Profiles, following the Singapore Framework logic of combining different standards components (Nilsson, 2008), are a practical implementation scenario to meet community-oriented metadata needs, offering the desirable flexibility but also enabling simplicity and sufficiency. The Minimum Information Framework, proposed in the geobiology community, for systematic documentation of sampling processes and particular contextual information about the site of data collection (Palmer et al., 2017), is a good example on how to design metadata tools driven by stakeholder needs and aiming at sufficiency (White, 2014).

The aim of this study is to present a comprehensive overview of the use of metadata tools in the Ecology domain through time. A meta-analysis focused on scientific literature on research data management in the field of Ecology was undertaken to support the identification and discussion of major initiatives, challenges and perspectives in research data management in this domain.

2. The Ecology domain

Ecological informatics is an interdisciplinary field that includes conceptual and methodological tools for the understanding, generation, processing and dissemination of various types of ecological data (Michener, Brunt, & Vanderbilt, 2002). Ecological informatics contributes to: (I) Experimental design phase; (II) Data plan; (III) Data acquisition and management; (IV) Quality assurance and control (QA/QC); (V) Metadata implementation; (VI) Data archival; (VII) Data access and dissemination; and (VIII) Data publication (Michener et al., 2002). For phases (I) and (II), designing the structure of datasets and implementing a logical structure within and among datasets can simplify data acquisition, entry, storage, retrieval and manipulation (Michener et al., 2002). In phase (III) the way in which data are acquired also affects data quality by influencing the amount of human error introduced into measurements. Phase (IV) refers to (QA/QC) strategies that are designed to avoid the introduction of errors, or data contamination into a dataset and the metadata in phase (V) is defined as “data about data” (NISO, 2004), so the datasets need to be described in their content, quality, structure, and accessibility (Michener et al., 2002). Different metadata standards have been developed to assure the description of datasets. Some are more generic and domain-neutral, like Dublin Core (Michener et al., 2002; Weibel, Kunze, Lagoze, & Wolf, 1998), while others are tailored to the biodiversity and ecological communities, such as Ecological Metadata Language (EML) (Michener, Brunt, Helly, Kirchner, & Stafford, 1997; Michener et al., 2002), and Darwin Core (Baker, Rycroft, & Smith, 2014). Others, like the EU INSPIRE Directive 2007/EC are specific metadata models, in this case for spatially explicit
datasets (da Silva et al., 2014). Phase (VI) Data archival refers to assemblages of datasets packages that are stored, so users can locate, acquire, understand and use the data (Michener et al., 2002). Phase (VII) for data access and dissemination, and (VIII) for data publication ensure overall access to the datasets.

Ecological informatics is thus a framework that enables scientists to generate new knowledge through innovative tools, approaches and solutions that have been developed over the past decade, increasing scientists’ efficiency and supporting faster and easier data discovery, integration and analysis; however, many challenges remain, especially in relation to incorporating Ecological informatics practices into mainstream research and education (Michener & Jones, 2012).

Ecological data cover a wide range of topics such as biodiversity surveys, measurements of environmental condition, inventories of species names and synonyms, species distributions, images and sounds, ecological interactions, behaviour, data set descriptions, and analyses and interpretations (Costello, Michener, Gahegan, Zhang, & Bourne, 2013). The variety of the ecological data makes it difficult to create simple, standardized methods to share resulting datasets, and consequently ecological data is currently described using several metadata models (D. Higgins, Berkley, & Jones, 2002). Further, usually data repositories have limited interoperability due to a lack of standards for data and communication protocols (Wieczorek et al., 2012). Inconsistent and ambiguous terminology in the description of biological datasets also creates obstacles in numerous aspects of data integration and use, including discovery, comparison, and quality assessment. It also makes data reuse by other scientists difficult (Baker et al., 2014; Wieczorek et al., 2012).

The need to start collaborative, multi-disciplinary research programs has been highlighted in order to overcome the challenge of efficiently and comprehensively collecting, documenting, communicating, and ultimately preserving primary research data (Jones et al., 2007). In fact, scientists, professional societies and research sponsors are recognizing the value of data as a product of the scientific enterprise and placing increased emphasis on data stewardship, data sharing, openness and supporting study repeatability (Michener & Jones, 2012). Various initiatives (from legal directives to informatics platforms) were developed to enable the sharing of ecological data:

1. Knowledge Network for Biocomplexity (KNB) (Berkley et al., 2009);
2. INSPIRE (Jones et al., 2007);
3. LTER (Michener, Porter, Servilla, & Vanderbilt, 2011);
4. Map of Life (Jetz, McPherson, & Guralnick, 2012);
5. GBIF (Costello et al., 2013).

Data repositories have also been growing rapidly and hold a tremendous promise for increasing the scope, coverage and societal relevance of ecological and biodiversity studies. Nevertheless, the data in these repositories still do not represent a reasonable portion of the massive ecological, environment and biodiversity data that are collected each year (Berkley et al., 2009).

3. Methods

For this review and for the meta-analysis performed, keywords or expressions based in the core area (i.e. Ecology, including Biodiversity), and then specific keywords from research data management (i.e. metadata and data management), were selected. The rationale behind the choice of keywords was to capture as many papers as possible in the Ecology domain and, more specifically, within data management. The Keywords selected were ‘Metadata’ OR ‘Ontology-based approach’ OR ‘Data management’ AND ‘Ecolog*’ OR ‘Biodiversity’, then redefined by the following scientific areas: Computer Science Information Systems, Computer Science Theory Methods, Computer Science Interdisciplinary Applications, Computer Science Hardware Architecture, Information Science, Library Science and Computer Science Software Engineering. This was done in order to capture papers within the research data management area (‘Biodiversity’ and ‘Ecology’ were not used because it was already in the keywords).

The time span of the search was 1900 to 2018. Searches were carried out between October 2017 and March 2018. ISI Web of Science (ISI WOS; http://webofknowledge.com/) was used, since it offers the widest coverage of published scientific literature (Buchadas et al., 2017; J. P. Higgins & Green, 2011).
However, records gathered from Google Scholar that were absent from the ISI Web of Knowledge search were added to the final dataset. The inclusion criterion was to encompass works in the field of ecology and biodiversity with metadata methods (e.g. metadata models, data repositories, metadata language, data management). The selection was performed by individually examining first the title, keywords and abstract, and then the full text of the scientific manuscript. The examination of the papers and the decision on inclusion were made by an expert in the field of ecology and biodiversity.

4. Results and Discussion

The number of records retrieved from ISI Web of Science when using ‘Metadata’ as keyword was 15360. However, when including ‘Ontology-based approach’ as additional keyword, 15981 records were obtained. When including also keywords related to ‘Ecolog*’ OR ‘Biodiversity’ the number of records decreased to 368. After refining per scientific areas, the final number of records was 75 (in October 2017) and 126 (in March 2018) (Table 1).

<table>
<thead>
<tr>
<th>Keywords (General)</th>
<th>Keywords (Domain specific)</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metadata</td>
<td></td>
<td>15360</td>
</tr>
<tr>
<td>&quot;metadata&quot; OR &quot;Ontology-based approach&quot;</td>
<td></td>
<td>15981</td>
</tr>
<tr>
<td>&quot;metadata&quot; OR &quot;Ontology-based approach&quot; OR &quot;data management&quot;</td>
<td>&quot;Ecolog*&quot;</td>
<td>288</td>
</tr>
<tr>
<td>&quot;metadata&quot; OR &quot;Ontology-based approach&quot; OR &quot;data management&quot;</td>
<td>&quot;Ecolog*&quot; OR &quot;Biodiversity&quot;</td>
<td>368</td>
</tr>
<tr>
<td>redefined by scientific areas</td>
<td></td>
<td>75</td>
</tr>
<tr>
<td>&quot;metadata&quot; OR &quot;Ontology-based approach&quot; OR &quot;data management&quot;</td>
<td>&quot;Ecolog*&quot; OR &quot;Biodiversity&quot;</td>
<td>681</td>
</tr>
<tr>
<td>redefined by scientific areas</td>
<td></td>
<td>126</td>
</tr>
</tbody>
</table>

The final subset of records included in this study was 93 (from the first and second literature search lists, 75 and 126 records, retrieved from ISI WOS) when applied the inclusion criterion (Fig. 1).

When analysing the temporal evolution of the use of metadata tools in the scientific domain in the final subset of 93 records (Fig. 1), an increasing number of records in recent years is observed. One possible explanation is the gradual increase of the awareness towards the importance of metadata as a way to improve data management and data repository services.

![Figure 1 - Number of records retrieved from the literature search in ISI Web of Science per year (temporal overview).](image-url)
We found 40 different metadata tools either mentioned or used in the scientific manuscripts analysed from 1997 (the data of the first record) to 2018 (see Fig. 2). Each line of the graphic on Figure 2 corresponds to a metadata tool found in more than 3 records, while dots correspond to metadata tools that appear 3 times in the records analysed. The scale in the left refers to the number of records represented by the lines. The scale in right represent the number of records showed by the dots. Metadata tools that only appear once or twice were excluded from the graphical representation in order to simplify the visualization.

Most of these metadata tools are schemas and standards, such as: ABCD schema (Access to Biological Collection Data); FGDC Content Standard for Digital Geospatial Metadata; Crystallographic Information File (CIF); Dublin Core; Data Documentation Initiative; Directory Interchange Format (DIF); Dubai Core; Ecological Metadata Language; GML; Humboldt Core; ISO 19115 and its adoption by the INSPIRE metadata guidelines; ISO 19139; Macromolecular Crystallographic Information File (mmCIF); MIAME Notation in Markup Language (MINiML); Micro-Array Gene Expression Markup Language (MAGE-ML), ThermoML.

Other metadata tools range from metadata catalogues, ontologies, profiles and extensions to metadata editors and encoding standards, namely the: FGDC/CSDGM Biological Data Profile, Darwin Core (semantic web), Encoded Archival Description, Global Change Master Directory’s Interchange Format, iQL, Metacat, MIMOSA/ISO based XML schema, Morpho, NDG models, NEXML ThermoML, OBOE, SEEK, TERN Eco-Informatics data portal known as AEKOS.

Our results showed that 14 different metadata tools were found to be used in the Ecology domain more than once in the records analysed.

The Ecological Metadata Language (EML) is a metadata standard widely applied in projects and platforms, since its year of implementation, 1997 (Aloisio, Milillo, & Williams, 1999; Michener et al., 1997). INSPIRE is based on the infrastructures for Spatial information established and operated by the European Union and was implemented in 2007. INSPIRE is the first “regional approach” and a legislative attempt to harmonize metadata standards for spatially explicit data (Filetti & Gnauck, 2011).

The Darwin Core standard is used for sharing data about biodiversity and it first emerged in 1999 (Wieczorek et al., 2012).

Our review also revealed 50 different platforms/projects in ecology and biodiversity with the specific aim to encourage scientists to share, describe and publish their data. In Table 2, we list examples of such platforms/projects and the associated metadata standard. These examples, to date, are still available in the corresponding website and were mentioned in more than 1 record from the manuscripts analysed. Long-term Ecological Research (LTER) was initiated in 1980 for 6 sites, but this network has been increasing its reach globally since then (Michener et al., 2011). Likewise, the Knowledge Network for Biocomplexity (KNB) data repository has grown fast and now contains over 15,000 datasets (Berkeley et al., 2009). The Taxonomic Databases Working Group (TDWG) was created to support the international collaboration of biodiversity informatics institutions and projects, to establish, adopt and promote standards and guidelines for the recording and exchange of data about organisms around the world (Veiga et al., 2017).

The global initiative ‘Map of Life’ aims to gather, store and analyse data from species occurrences, fostering current knowledge on species distribution and contributing to reporting processes (Jetz et al., 2012). The Global Biodiversity Information Facility (GBIF) was created in 1999 and is currently the largest platform with more than seven hundred million occurrence records provided from more than 50 countries (Veiga et al., 2017). Other important initiatives in biodiversity and ecology are IPBES (Intergovernmental Platform on Biodiversity and Ecosystem Services) and GEO BON (Group on Earth Observation Biodiversity Observation Network) (Guralnick, Walls, & Jetz, 2017). Other datasets and data repositories retrieved in this review were: Forest Science Data Bank (FSDB), The Canopy Database Project, The Jalama Project, The Science Environment for Ecological Knowledge (SEEK), The BioCORE Project, The National Biological Information Infrastructure (NBII), Data ONE, The ‘BEFdata’ platform, BIOFRAG and IRBAS (The Intermittent River Biodiversity Analysis and Synthesis) (Cushing et al., 2007; Gil, Hutchinson, Frame, & Palanisamy, 2010; Henshaw, Spycher, & Remillard, 2002; Leigh et al., 2017; Malaverri, Vilar, & Medeiros, 2009; Michener et al., 2007; Nadrowski et al., 2013; Pfeifer et al., 2014; Reichman, Jones, & Schildhauer, 2011).
5. Conclusions and Future Perspectives

Since the 1990’s the number of metadata tools referred and used by researchers in the field of Ecology has been increasing, alongside with the number of global and national/regional initiatives developed and implemented to share data according to common standards among researchers. With the development of metadata and initiatives to collect, store and share data among researchers, a wide range of metadata tools is currently available to researchers in the field. The ‘big data’ era further contributes to a pressing need to describe and publish data, so that it can be used within the same research area, as well as across research disciplines.
With an increasing number of initiatives, platforms and repositories that can be used to deposit, publish and share their data with fellow scientists, researchers face new challenges. Such challenges relate e.g. to the lack of comprehensive metadata models that can be used to describe the various types of data used in the domain of Ecology. In many cases, researchers describe available datasets within the context of project consortia, when they are faced with the need to describe the data to be shared with fellow scientists. However, selecting and following a specific metadata model is not an easy task. A major challenge is to guarantee that previous metadata can be harmonized, so that previous work done by researchers is not lost.

Another relevant challenge is the complexity of the available metadata models. In fact, most metadata models available were not developed specifically to describe data in the domain of Ecology. A possible solution is proposed by Qin and Li (2013) consisting in a flexible ontology-based approach to break complex metadata standards into independent modules, so that metadata elements can be optimized for specific needs, while inconsistencies in naming conventions are also addressed. There is, thus, the pressing need to develop interdisciplinary research towards the development of suitable and easy to use metadata models and standards to foster data sharing and publication in the domain of Ecology.
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